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a b s t r a c t

Entity aliases commonly exist. Accurately detecting these aliases plays a vital role in var-
ious applications. In particular, it is critical to detect the aliases that are intentionally hid-
den from the real identities, such as those of terrorists and frauds. Most existing work does
not pay close attention to the aliases that have low/no string similarity to the given enti-
ties. In this paper, we propose a classifier that is based on active learning for detecting this
type of aliasing. To minimize the cost of pair-wise comparison, a subset-based method is
designed to restrict the selection within entity subsets. An active learning classifier is then
employed in each entity subset to find the probability of whether a candidate is the alias of
a given entity within the subset. After all of the results from the classifier are integrated, a
list of aliases is returned for each given entity. For evaluation, we implemented four state-
of-the-art methods and compared them with our proposed approach on three datasets. The
results clearly demonstrate that this new active learning classifier is superior to those
existing methods.

� 2013 Elsevier Inc. All rights reserved.
1. Introduction

Solving the problem of entity alias detection [20,22] is important for a large number of applications. Typically, there are
two types of aliases: one type of alias can be roughly detected through string similarity, for example, ‘‘John Smith’’ and ‘‘J.M.
Smith’’; the second type of alias, such as nicknames, fraud, and terrorist aliases, has a low string similarity, and certain num-
ber of these aliases are intentionally hidden from their real identities. It is obvious that a pure string similarity search could
fail to handle semantically identical entities. For example, ‘‘Wisconsin state’’ has the nickname ‘‘dairy state’’, and ‘‘Abu Abdal-
lah’’ was used as an alias of ‘‘Osama bin Laden’’. It is appropriate to call this type of alias a semantic entity alias. Detecting
semantic entity aliases is very useful in the real world, and the aim of this paper is to detect such semantic entity aliases.

Researchers have investigated this issue with respect to various domains, including people alias extraction [5,14], fraud
detection [6,23], medical alias extraction [10,18], and terrorist recognition [16,22]. Their solutions focus on a special domain
(e.g., peoples’ names, terrorism or fraud detection) but fail to correctly obtain the true aliases under a broad range of circum-
stances. Compared to detecting an entity alias with string similarity, it is more challenging to discover a semantic entity alias.
First, there is no or quite low string similarity between a given entity and its semantic aliases. In particular, certain types of
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entities (e.g., terrorists or frauds) are intentionally hidden from their real identities; hence, the commonly used rules (e.g.,
‘‘aka’’, ‘‘as well known as’’, and ‘‘also called’’) [5] do not work. Second, with the increasingly growing volume of information
and data, the number of an entity’s aliases is rather small compared to billions of strings/entities. Consequently, it is difficult
to accurately detect the true aliases for a concerned entity.

To achieve this goal, we decided to employ a supervised method that is based on active learning to solve this problem.
Then, the following two issues arise: first, because there is low/no string similarity, it is expensive to choose potential alias
candidates for each given entity from a large-scale document corpus; second, classification features and training samples
play important roles in the supervised learning methods [19]. To address these two issues, we propose a probabilistic clas-
sification method that is based on active learning. Initially, to reduce the cost of pair-wise comparisons for selected alias can-
didates, a subset-based method is introduced to divide the extracted entities into subsets. Next, three informative features
are employed to train a probabilistic classifier. In particular, the strategy of active learning is used to choose high-quality
training samples. Finally, the classifier assigns a probability to each pair of a concerned entity and its corresponding ex-
tracted entity (alias candidate) in the same subset.

The contributions of this study include:

� Proposing a subset-based method to decrease the cost of pair-wise comparisons and to improve the overall precision of
alias detection.
� Designing a classifier that is based on active learning, for which the training samples are selected for high-quality

classification.
� Conducting extensive experiments on three types of datasets.

It is noteworthy that a preliminary version of this paper was published as a poster [17]. We have since then made sig-
nificant enhancements to this paper, as follows:

� Explaining the proposed method in more detail, with additional background knowledge.
� Enhancing the proposed method by adding graph-based features and user-selected samples during the training.
� Adding state-of-the-art indexing measures to make a better evaluation of the proposed method.
� Presenting more experiments and related analyses.

The remainder of this paper is organized as follows. After Section 2 introduces the related work, Section 3 formulates the
problem and describes the overall framework. We then present the proposed methods in Section 4 and show the experiment
results in Section 5. Conclusions and future work are summarized in Section 6.
2. Related work

The problem of entity alias detection has a close connection with the data matching problem [8], including deduplication
[12,24], record linkage [3] and entity resolution [4]. Here, deduplication is the process of removing duplicate records, i.e.,
records that refer to the same entity, in one data set; record linkage is the process of finding related records and creating
a linkage between them [7]; and entity resolution is the process of finding duplicate records and merging them. There
has also been some work that addresses the data-matching issue by using active learning [1,24,28]. Most of these studies
are aimed at resolving the entities and have string matching as the initial stage. There are two major strategies, namely
grouping and indexing, to reduce the cost of performing pair-wise comparisons [9,13,15]. The former strategy is often
adopted in database-based applications, where each entity has various attributes, and the entities are grouped according
to the similarity between the attribute values. The latter strategy depends on string similarity, which does not work for
semantic alias detection. In this paper, we propose a new subset-based method for effectively reducing the scope of the
pair-wise comparisons for each concerned entity, thus making the subsequent processing more efficient.

While many existing studies have focused on detecting the general aliases, such as a person’s name, an organizational
name, and a place name [5,10,11,14], several other studies have paid close attention to detecting deceptive and unknown
identities, including falsified identifiers created by frauds [6,23] and terrorists [16,22]. The aim of [5] was to extract person
aliases in the Web; this approach constituted three steps, namely pattern extraction, model training, and candidate extrac-
tion. The authors employed a few string patterns, such as ‘‘aka’’ and ‘‘better known as’’, and evaluated the method on per-
son’s names and location names. Because they focused on the prominent entity aliases, the common rules (e.g., ‘‘aka’’, ‘‘well
known as’’, and ‘‘also called’’) were effective. The authors of [23] employed point-wise mutual information (PMI) to measure
the importance of various features and, then, used the cosine measure to compute the similarity between each given entity
and its alias candidates. Additionally, researchers [11] attempted to detect entity aliases by learning a set of rules and using
the tree augmented naive Bayesian networks (TAN) to calculate the probability for a pair of entity and alias candidates. The
study in [14] constructed a social network S from collections of email addresses and identified all of the aliases for a given
email address that also appears in S. One of the disadvantages of this method is its specificity on an email alias instead of a
general setting. The authors of [16] used a training model to predict terrorist and spammer aliases. The authors of [22] pro-
posed a two-stage latent semantic analysis (LSA) for terrorist detection. It is noteworthy that this study used only the test
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case ‘‘al Qaeda’’ for evaluation. Furthermore, the authors of [10] attempted to extract gene aliases from the PubMed corpus.
They extracted all of the gene symbols from the text abstracts and collected statistical information (frequency) on them. Fi-
nally, the Jaccard distance was used to calculate the similarity between the official gene symbol and each of its aliases.
3. Overview of the proposed framework

In this section, we formulate the problem and describe the proposed solution for semantic alias detection in detail.
3.1. Problem of semantic alias detection

Given a document corpus D = {d1, d2, . . . , dn} and the entity e, we define semantic alias detection as the following task:
recognizing entities that denote the same real-world object as e and that could have no (or very low) string similarity to e.
3.2. Overall framework for semantic alias detection

Fig. 1 depicts the overall framework of our proposed solution. Given a document corpus, we first employ a tool for natural
language processing, namely, LingPipe [26], to extract all of the entities that are alias candidates and to remove some noisy
alias candidates through a stop-word list [27]. Next, we design a subset-based comparison method to initially group all of the
entities (i.e., concerned entities and alias candidates) into subsets according to their occurrences in the document corpus. At
the same time, a logistic regression classifier is trained based on the given training data. Finally, for each pair of a concerned
entity and its alias candidate, the classifier outputs a probability value that represents how likely they are aliases with each
other and the probability of the opposite situation, which can be easily obtained by subtracting this value from 1. When the
probability is larger than the opposite, it is appropriate to conclude that they denote the same entity, and vice versa. The
following section will describe this proposed approach in detail.
4. Methods

4.1. Candidate extraction

Given a document corpus, Lingpipe is used to extract different types of named entities (e.g., organization, person and loca-
tion). For alias candidate extraction, we mainly address two situations: (1) if the type of the concerned entities is given, then
we choose the corresponding type of entities as candidates for the concerned entities; (2) if the entity type is unknown, then
all of the extracted entities are considered to be alias candidates despite the entity type. For example, if we aim to detect the
aliases for a person, then extracted person names are used as candidates. Although Lingpipe achieves high performance in
extracting person names, it often confuses organizations and locations. Therefore, we merge the extracted organizations and
locations as a united list of candidates.
Candidate
Extraction

Subset-based
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Comparison

Concerned
Entity(ies)

Alias
Candidates

Logistic
Regression

Classification

Training Sample
Selection

Active Learning

Alias List

Document
Corpus

Positive Samples
Negative Samples

Fig. 1. The overall framework for semantic alias detection.
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4.2. The subset-based pair comparison

4.2.1. Motivation
When choosing aliases for a given entity, we must compare the entity with each extracted candidate alias, i.e., the number

of comparison will be n assuming that we have n extracted entities. According to the analyses of indexing techniques in the
survey [9], the cost of comparing entities increases quadratically as the given entity set and the extracted entity set become
larger. In particular, because the true aliases fill only a small part among the thousands of extracted entities, the vast major-
ity of comparisons are redundant and unnecessary. Thus, one of the essential components of our framework is to reduce the
time for the comparisons.

Aliases do not always co-occur with the concerned entity. To illustrate different scenarios, we use an uppercase letter to
denote an entity, a dash ‘‘-’’ between two entities to denote their co-occurrence in the same document, and an ellipsis ‘‘. . .’’
between two entities to represent a linkage between them. Here are four scenarios that we are interested in: (1) A - A‘: entity
A and its alias A‘ co-occur in the same document; (2) A-B-A‘: entity A and entity B, entity B and entity A’s alias A‘ co-occur in
different documents, respectively; (3) A-A‘‘-A‘: entity A and its alias A‘ co-occur with A‘’s alias A‘‘, respectively, in different
documents; (4) A-B. . .B‘-A‘: entity A and its alias A‘ co-occur with another entity B and its alias B‘, respectively, in different
documents. B and its alias B‘ could be linked according to scenario (1), (2) or (3). Motivated by the observation of the entity
distribution in the document corpus, our subset-based method is to group the entity A and its aliases A‘ (described in the
above scenarios) into the same subset.

Assume that a set {a1, a2, a3, . . .} represents different aliases of the same entity. We observe that: (1) among these entity
aliases, some frequently occur in multiple documents, while others occur occasionally. For example, ‘‘Wisconsin State’’,
‘‘Badger State’’, ‘‘Dairy State’’, and ‘‘American Dairyland’’ represent the same entity. The former three are commonly used
in various documents, while the ‘‘American Dairyland’’ is rather rare; (2) we sort these aliases in descending order according
to the number of documents in which they appear. We observe that the union of documents in which the most popular enti-
ties appear almost covers all of the documents in the document corpus. Take the aliases mentioned above as an example,
a1 ? {d1,d2,d3,d4,d5}, a2 ? {d3,d4,d6,d7,d8}, a3 ? {d2,d3,d5,d6}, and a4 ? {d7,d8}, where a1, a2, a3 and a4 denote the different
aliases of the same entity, and the set following the arrow represents the documents where an alias appears. Let D1 represent
the union of documents that contain a1 and a2, which represent the most frequent aliases as shown above, and D2 represents
the union of documents where other aliases (i.e., a3 and a4) occur; D1 is either equal to D2 or a superset of D2. These obser-
vations show that some non-popular aliases cannot be easily detected by simply using the occurrence frequency or the co-
occurrence information, but it always co-occurs with some popular aliases in a few documents. With this observation, we
consider only the most frequent entities first and divide their occurrence documents into subsets. Subsequently, the entities
that occur in the documents within the same subset will be accounted for as entity candidates with respect to each other.
This strategy aims at reducing the comparison time with as little performance sacrifice as possible.

4.2.2. Method description
Our subset-based method has three goals: (1) maximizing the number of different aliases for the same entity in the same

subset; (2) minimizing the overlapping and size differences among entity subsets; and (3) maximizing the recall. This meth-
od facilitates the entity-candidate comparison in a small-scale entity subset and excludes the majority of negative alias can-
didates from each concerned entity.

The overall process is as follows (Fig. 2): (1) Frequent entities selection: we rank all of the entities in descending order
based on their frequencies in the document corpus. Afterward, we extract the most frequent N percentage entities. (2) Doc-
ument subset construction: for any entity in the selected entities, we obtain their occurring document set, and then, we per-
form the operations of deletion and merging. For example, si and sj are occurrence document sets for two entities. Then, si

will be removed if sj is the superset of si, or vice versa. If the intersection ratio between si and sj is larger than a pre-defined
threshold k, then they will be merged. Afterward, we obtain a list of document subsets. (3) Entity subset construction: The
entities whose documents are grouped into subsets are then assigned to the same entity subset. According to the above
description, there are two parameters, k and N, among which k denotes the intersection ratio that is used to decide when
two document subsets should be merged, while N denotes the percentage of the most frequently occurring entities in the
whole document corpus.

4.2.3. Parameter settings
Among the critical controlling parameters, N is learned through experimental validation on the training dataset (see Sec-

tion 5). Furthermore, our experiments demonstrate that the frequent percentage across different data corpuses differs, i.e., a
fixed threshold value is not suitable for different data corpuses. Therefore, we employ a flexible threshold k = mini-
mum(#document)/ average(#document), i.e., the minimum number of occurrences in the document divided by the average
number of occurrences in the document of all of the entities.

4.3. Active learning for semantic alias detection

After applying the subset-based method, we obtain a list of subsets that contain the concerned entities and the extracted
alias candidates. The following task will be required to perform a pair-wise comparison on the entities in the same subset.



Fig. 2. The workflow of a subset-based method.
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We use the classification method of logistic regression in combination with active learning to predict the probability of
whether a given entity and any alias candidate in the same subset denote the same object. Finally, all of the results are aggre-
gated for each concerned entity. For example, for entity a and its alias candidate b, the classifier outputs P(Yesj(a,b)) = 19%
and P(Noj(a,b)) = 81%, where P(Yesj(a,b)) denotes the probability that the entities a and b represent the same real world en-
tity, and P(Noj(a,b)) denotes the probability that they do not. The next two subsections will introduce the classification fea-
tures and the classifier training.

4.3.1. Feature analysis
We choose the training features based on the following motivations:

� The co-occurrence statistics in the document corpus are always useful for entity alias detection. These statistics can cap-
ture most of the aliases of the given entity that occur frequently, although this process always results in some additional
noisy candidates.
� It is observed that the aliases for the same entity might have the same/similar social network. For example, a person who

uses different nicknames often contacts the same friends, affiliates with the same organizations, and visits the same
places. This social connection information could capture a few aliases that might not co-occur with the given entity.
� There exist some aliases that seldom co-occur with the given entity or share the same entity mentioned above. However,

they sometimes co-occur with the different aliases of the same entity. Consequently, the co-occurrence information and
social connection will not work for this situation. To address this issue, we use the concept of alias relevance. The alias
relevance captures an alias that co-occurs with its aliases instead of the given entity or an alias that co-occurs with the
aliases of other entities. We build a graph to capture the relevance.

Altogether, we use the following three features: co-occurrence relevance, social relevance and alias relevance, to con-
struct a classifier with logistic regression.

Based on the above analyses, we introduce the selected features as follows:

� Co-occurrence relevance

Point-wise mutual information (PMI) is employed to measure the association between two entities. The value of PMI(e,e0)
is zero if e and e0 are independent, positive if they are correlated, and negative if they are not related.
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PMIðe; e0Þ ¼ log
pðe; e0Þ

pðeÞpðe0Þ ð1Þ
Here, p(e) denotes the occurrence probability of e; in other words, p(e) = jDij/jDj, where jDij is the number of documents in
which the entity e appears, and jDj is the number of documents in the corpus. Here, p(e,e0) denotes the co-occurrence prob-
ability of the entities e and e0, which is calculated by dividing the number of documents in which they co-occur by the size of
the document union that they appear in.

� Social relevance

Because the Internet can be described as a network, the relevant entities in the real world can be considered to be con-
nected in a social network. For example, an organization and its aliases could co-occur with the persons who are affiliated
with this organization, and one person and his/her aliases could be linked with his/her common friends or places. Therefore,
based on the idea of a social connection, we calculate the social relevance between e and e0. The larger the number of shared
co-occurrences of the entities is, the higher the social relevance of e and e0.
SRðe; e0Þ ¼ FðeÞ \ Fðe0Þ
FðeÞ [ Fðe0Þ ð2Þ
where F(ei) denotes the number of entities that co-occur with ei in the same documents.

� Alias relevance

To capture the alias relevance, we construct an entity graph and search the path in the graph between the given entity e
and the alias candidate e0, using a length of 3 or 4. The intermediate nodes on these paths are required to be in the same
subset with e or e0. Finally, we sum these paths and obtain a relevance value, as follows:
ARðe; e0Þ ¼
Xs

p¼1

Xt

k¼0

ðSRðek; ekþ1Þ þ SR e0k; e
0
kþ1

� �
Þ=tk

 !
=s ð3Þ
where s is the total number of paths between e and e0, and t is the length of path p(t = 3,4); ek and ek+1 are the connected
nodes of the (k + 1)th edge on the current path p. Here, a higher social relevance leads to a stronger alias association between
the two entities.

4.3.2. The probabilistic classifier
A logistic regression probability model is first estimated from training data that is composed of a list of vectors and their

corresponding categories. We manually label some positive and negative entity pairs as training data. For each pair of enti-
ties in the training data, we first obtain their feature values according to Eqs. (1)–(3), and we input these feature values into a
dense vector. Here, the dimension size of the vector equals the number of features (i.e., 3). The categories are discrete, and we
have only two categories (i.e., Yes and No) in this study, where ‘‘Yes’’ denotes that the input entities are aliased with each
other, and ‘‘No’’ denotes that they are not. Second, we take these double-valued feature vectors with their integer-valued
category as the input to estimate the logistic regression model.

In the evaluation stage, for each pair of an entity and its alias candidate, the inputs are coded as dense vector instances,
and the outputs are a category number with a probability. The conditional probability about how likely these two entities
alias with each other is defined as follows:
PðYesje1; e2Þ ¼ 1 1þ
X

i<k�1

expðb½i� � fe1e2 Þ
 !,

ð4Þ
where e1 and e2 denote two entities, f denotes the input feature vector of e1 and e2, k is the dimensionality of feature vector
(k = 3), and b denotes the weight vector from the estimated logistic regression model. In addition, b[i] (i < k � 1) is the ith
coefficient in the weight vector b. The weight vector could be obtained through model training.

Some traditional classifiers based on passive learning require much manual annotation and randomly select training sam-
ples [18,19]. However, the manual annotation to produce the training data is expensive, and the randomly chosen training
samples might not be sufficient to cover all of the possible cases. In contrast to the traditional logistic regression training, we
propose a logistic regression model that is based on active learning, which contributes in two respects: (1) this approach
pursues a reasonable number of high-quality training samples; and (2) users are involved in the classifier training
[2,26,29]. Algorithm 1 presents the process of the classifier training, which is based on active learning.
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Algorithm 1. Classifier Training
1

2

3

Input:
http://www
http://www
http://en.w
Training set T = U, initial training sample set I, labeled training sample set L, and unlabeled training sample set
U, m = 5, probability = 0.
Output:
 Classifier C

0:
 Set T = I
Loop until ‘‘L = U’’ or ‘‘all samples in U with (probability �0.5) > 0’’

1:
 training C using T

2:
 Apply C on all samples of L and U, output probability (Eq. (5)) for each sample;

3:
 Select m samples from L with the highest uncertainty, add to T;

4:
 User select m samples from U with the lowest value of (probability �0.5), and add to T.

5:
 Delete the selected samples in 3 and 4, respectively, from L and U.
We first train an initial classifier C, which is based on the labeled samples from I. Afterward, we divide the training data
into labeled samples L and unlabeled samples U. To select the most informative training data for the high-quality classifier,
we then repeat the procedure (1–5) described in Algorithm 1: apply the current classifier on each sample in L and U. Next, we
choose the m samples that have the highest uncertainty [20] from the L and m samples with the lowest precision from U(m is
set to 10 in this study). In this process of active learning, the most informative samples are chosen instead of random selec-
tion in passive learning methods. Finally, a probability value is assigned to determine whether the concerned entity and each
of its alias candidates denote the same real-world entity.

As described above, we employ the uncertainty sampling method [20,24] in the learning process. The output probability
of the classifier is a double value that ranges from 0 to 1, and 0.5 presents that the classifier is most uncertain about the class
label. Thus, m samples with an estimated value of P that is close to 0.5 are selected in each iteration. Then, we employ the
sampling method in [20], which chooses m/2 samples that are below and above 0.5. This approach guarantees that training
on opposite sides of a decision boundary is useful. Moreover, the users are allowed to choose an additional m samples before
and after 0.5 that have an incorrect classification. In other words, we choose m samples with the minimum value of jP � 0.5j
and m samples with the smallest precision. These two sets of samples are used as the input of the next iteration. The average
number of iterations in our work is 3. Additionally, the initial training samples are essential, and usually their size is at least
one half of the training dataset.

5. Experimental study

5.1. Datasets

Three datasets were used to evaluate the proposed approach, and the performance was experimentally compared with
four baseline methods.

The first dataset (Dataset 1)1 is composed of two sub-datasets; the first contains 50 English place names, and the second
contains 50 English person names [5]. The place names are 50 US states, but the person names are extracted from various fields.
All of the aliases for these place/person names are given as ground truth. To adapt for the evaluation, we extended this dataset
by collecting Web pages through issuing those names/aliases as queries to Google. In particular, for each pair of entities (i.e., a
state name or a person name) and its alias, we collected the top 100 Web pages for the given entity, 100 returned Web pages for
the alias, and 100 Web pages that contain both the entity and the alias. We removed the duplicated pages and used the remain-
ing pages as a document corpus.

The second dataset (Dataset2)2 [16] also contains two sub-datasets, which are terrorism data extracted from public Web
pages and spam emails from websites [30]. They both contain three types of files (i.e., the entity-alias pairs, all of the extracted
words, and the document-word index). The terrorist subset provides 20 given terrorist names, 5578 document-word indices,
and 4054 extracted entities. The spam subset provides 10 spammer names, 5563 document-word indices, and 5337 extracted
entities.

The third dataset (Dataset3) is a manually constructed dataset. We collected the names of all of the presidents in US his-
tory and their nicknames.3 In a similar way as with Dataset1, we collected Web pages through issuing those president names
and nicknames as queries to the search engines. For each president’s name, we collected the top 100 web pages for the real
name and the 100 top web pages for each of the nicknames. Next, we merged these webpages for each president’s name. After-
ward, we performed reduplication and took the remaining web pages as a document corpus.

We then divided each dataset into a training dataset (4/5) and a test dataset (1/5). The training datasets were used for
sample selection and classifier learning. The test datasets were used for evaluation on the task of extracting semantic entity
.iba.t.u-tokyo.ac.jp/�danushka/data/aliasdata.zip.

.cs.cmu.edu/�awm/mnop_data/.
ikipedia.org/wiki/President_nicknames.

http://www.iba.t.u-tokyo.ac.jp/~danushka/data/aliasdata.zip
http://www.iba.t.u-tokyo.ac.jp/~danushka/data/aliasdata.zip
http://www.cs.cmu.edu/~awm/mnop_data/
http://www.cs.cmu.edu/~awm/mnop_data/
http://en.wikipedia.org/wiki/President_nicknames
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aliases. In our study, we conducted the experiments on the extraction of the state alias, person nickname, terrorist alias, and
spam alias.

5.2. Baseline methods

We implemented four algorithms for semantic alias extraction as the baselines for comparison, namely, a PMI-based ap-
proach [23], a graph-based approach [14], the approach based on logistic regression [11,16], and a two-step LSA approach
[25]. For convenience, these baselines are called B_PMI, B_Graph, B_LR and T_LSA, respectively.

� The baseline B_PMI constructs a frequency vector for each concerned entity e, and then, it builds a mutual information
vector for e. The cosine value between the two mutual information vectors is computed for any two entities, where a
higher value means a high probability.
� The baseline B_Graph models the network of email addresses as an undirected graph and combines the shortest path with

the email account of each source to determine the node ranking for each given node (i.e., an email address).
� The baseline B_LR combines the orthographic mode and a semantic model of the features to train a supervised model to

detect terrorism and spam aliases.
� The baseline T_LSA employs LSA twice on the given document corpus D and outputs a list of alias candidates for each con-

cerned entity. Note that the authors adjusted three parameters, including the matrix dimension, the percentage of
replacement and the probability of TF-IDF filtering. For fairness in the comparison, we chose the parameters that lead
to the best results of their method.

5.3. Evaluation measures

For the subset-based method evaluation, we used the popular reduction ratio (rr) and pair completeness (pc) [9], respec-
tively, for space reduction and quality evaluation.
rr ¼ 1� Nb

jAj � jBj ð5Þ
where Nb is the number of entity-candidate pairs that are produced by the subset-based algorithm, and jAj and jBj denote the
number of the given entities and alias candidates, respectively. The reduction ratio measures the relative reduction in the
comparison space.

Pair completeness is used to measure the quality as
pc ¼ Nm

M
ð6Þ
where Nm is the number of correctly classified entity-candidate pairs in the comparison space, and M denotes the total num-
ber of true matches.

For the classification quality, we used two measures for evaluation: (1) F1 as the harmonic mean of the precision and the
recall, where precision is the ratio of the correctly recognized aliases to the recognized aliases, and recall is the ratio of the
correctly recognized aliases to the overall true aliases.
F1 ¼ precision� recall
precisionþ recall

ð7Þ
(2) AUC presents the probability that a classifier will rank a randomly chosen positive instance higher than a randomly cho-
sen negative instance. The AUC tests whether positives are ranked higher than negatives. The AUC is equivalent to the Mann–
Whitney–Wilcoxon sum of ranks statistic [21] and is estimated as follows:
AUC ¼ s� ðpos� ðposþ 1Þ=2Þ
pos� neg

ð8Þ
Here, s is the sum of ranks of true positive aliases, pos denotes the number of positive samples, and neg denotes the number
of negative samples.

5.4. Empirical results

5.4.1. Evaluation of the subset-based method
5.4.1.1. Parameter setting. To choose a suitable value for N in the subset-based method, we randomly chose 50 entities from
the training dataset for parameter learning. As shown in Fig. 3, the x-axis denotes the parameter N, and the y-axis represents
the average performance of alias discovery in terms of F1 and AUC. Fig. 3 shows that the final performance changes signif-
icantly in relation to the value of N. According to the experiments on the training dataset, the top 50% entities that appear can
totally cover all of the documents of the given document corpus with an acceptable performance. In other words, half of the



Fig. 3. Parameter setting of the subset-based method.

Table 1
Statistics of the subset-based method.

Datasets #Subsets #Min #Max #Average

Dataset1 426 3 213 19
Dataset2 34 2 260 29
Dataset3 356 4 278 24
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most frequent entities appear in nearly all of the documents. Consequently, we chose N as 50% for the entire test cases, to
balance the performance of F1 and AUC.
5.4.1.2. Generated subset statistics. Table 1 presents the statistics information on the subset-based method. For each dataset,
the number of subsets and their sizes (i.e., min, average, and max) are listed.

It is very likely that a few extracted entities are primarily selected as the alias candidates for different concerned entities.
In other words, some entities are possibly grouped into more than one subset. To avoid too much overlapping, we performed
an experimental verification by computing the intersection ratio between the generated entity subsets. The results show that
for more than 94.9% subsets, the intersection ratios are below 0.1; in fact, the intersection ratio of almost 90% of the subset
pairs is zero. Only a few of the generated entity subsets have an intersection ratio that is above 0.5. Therefore, the subset-
based pair-wise comparison can ensure a reasonable recall in the initial stage.
5.4.1.3. Performance demonstration. Here, we demonstrate the effect of using the subset-based method in terms of the effi-
ciency and effectiveness. In Table 2, we presented the optimization counts in terms of a pair-wise comparison by using the
subset-based method.

The experimental results show that the subset-based method can reduce the times required for the pair-wise compari-
sons between the given entities and their alias candidates. Considering that the subset-based approach cannot assure that all
of the aliases of each given entity are grouped into the same subset, we could be concerned about the subset-based approach
leading to a reduction in the recall. Experimental results show that the subset-based method improves the precision of alias
detection by filtering out some noisy candidates from each subset.

To evaluate both the precision and the recall, most studies provided the concerned entities in advance. Then, it remains
only to compare the candidates with each of the concerned entities, linearly. However, in real-world applications, it is very
likely that no entity is given in advance and that all of the entity-alias pairs must be discovered from the given document
corpus. In this case, the proposed subset-based method can dramatically reduce the cost of the pair-wise comparison and
improve the precision.
5.4.2. Evaluation of the active learning method
The purpose of the active learning method is to select training samples to be as informative and few as possible. In other

words, it is expected that we use the fewest and most valuable training data to obtain the highest classification quality. As
shown in Table 3, we compared the passive learning method of training sample selection, in terms of both F1 and AUC, with
the method based on uncertainty sampling of the active learning method [20]. In active learning, the algorithm has a capa-
bility of self-learning and picks up information samples for the learning task. This approach reduces the manual intervention
of annotation that is used in passive learning, where the model is trained simply on the user-annotated training data. We
compared the performance between our proposed active learning and the traditional passive learning in Table 3.



Table 2
Effectiveness of the subset-based method.

jAj � jBj Nb Reduction Ratio Pairs completeness

Dataset1 112,020 20,940 0.81 0.75
Dataset2 246,030 56,856 0.77 0.94
Dataset3 955,631 187,433 0.80 0.81

Table 3
Comparison between active learning and passive learning.

Passive learning classifier Active learning classifier

F1 AUC F1 AUC

Dataset1 0.48 0.72 0.56 0.75
Dataset2 0.61 0.91 0.69 0.91
Dataset3 0.49 0.71 0.60 0.72

Table 4
Evaluation between active learning and passive learning.

B_PMI B_Graph B_LR T_LSA Proposed

F1 AUC F1 AUC F1 AUC F1 AUC F1 AUC

Dataset1 0.21 0.52 0.50 0.55 0.45 0.70 0.39 0.59 0.56 0.75
Dataset2 0.43 0.68 0.69 0.66 0.51 0.87 0.47 0.62 0.69 0.91
Dataset3 0.40 0.59 0.54 0.53 0.46 0.72 0.38 0.58 0.60 0.72
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5.4.3. Comparison with baseline methods
In Table 4, we present the performance of different methods in terms of F1 and AUC, where a higher value indicates a

higher performance. From these results, it shows that our active learning-based method achieves much better performance
than the other four baseline methods.
5.4.4. Discussion
According to the experimental results, we observed that:

� The baselineB_ PMI can detect nearly all of the aliases, but most of them are ranked beyond the top 20. This approach
often leads to a large number of general terms identified as true aliases by mistake, which causes the accuracy to be lower.
Therefore, this method is frequently used to find some entity-alias pairs that co-occur in the same document.
� In comparison, the baseline B_Graph has a higher precision and a much lower recall because the linking limitation pre-

vents a large number of aliases from being related to its given entity. The graph-based method is a good solution for
exploring various entity relationships. The baseline B_Graph simply considers the shortest path and the source size
and only detects the aliases that have at least one edge linkage to the given entity. We find that, to discover more aliases,
longer paths should be accounted for. Note that the path length limits the recall, and the source size limits the precision.
In [31], researchers explored entity semantic association through capturing information about connecting two entities in
an RDF graph, which enhanced the precision. This approach can, thus, be referred to as a graph-based method in the
future.
� The baseline B_LR considers both string similarity and the social connection probability; of these, the social connection is

useful, but the string similarity features lead to more noise. For example, ‘‘Wisconsin Votes’’ and ‘‘Wisconsin High School’’
are often extracted as the aliases of ‘‘Wisconsin State’’ because of their string similarity and social connection.
� The baseline T_LSA uses a two-step LSA method whose output is subjected to a second run of LSA. However, using the

context information of the concerned entities is not sufficient to obtain ideal results. This approach promotes the rank
of the true positive aliases but might add more false positive aliases. In addition, T_LSA cannot effectively address words
that have multiple meanings. The baseline T-LSA is commonly used for semantic word identification, but it also extracts
too many general words, which dramatically decreases the recall. These general words do not denote the same entity as
the concerned entity but are closely related to it. For example, the generated alias list for ‘‘Osama bin Ladin’’ contains
‘‘September 11 Attacks’’ and ‘‘The Base’’.

The proposed method in this study combines the advantages of the state-of-the-art methods by employing co-occurrence
information, social connections in the entity network, and the alias relevance information for the semantic alias detection.



Table 5
Examples of semantic alias detection.

Entity Subset-based active learning classifier Active learning classifier

Wisconsin
state

Wisconsinites1, badger_state2, senate_race_in_mid3,
national_health3, automobile_travel, national_political3,
wisconsin_adults3, Ronald3, rdd3, the state_budget_situation3,
views_of_wisconsin3, stem_cell3, homosexuality_and_the_law3,
gubernatorial3, senator_russ_feingold_in3,
iraq_conflict_after_five3, . . .dairy_state18

Badger_state1, badger state1, wisconsinites3,
our_place_in_the_universe, ronald4, senator_russ_feingold_in4,
senator_from_wisconsin4, social_security4, national_health4,
wisconsin_child_support4, September_snapshot4,
national_political4, senate_race_in_mid4,
wisconsin_adults4,healthcare_system4, . . .dairy state178

Osama bin
Ladin

The_teacher1, the_doctor1, ustaz1, muhammad_ibrahim1,
nur1, mujahid_shaykh6, shaykh_usama_bin_ladin6, the_emir6,
the_prince6, usama_bin_muhammad_bin_ladin6,
the_director6, hajj12, abu_fatima13, abd_al-hadi_al-iraqi14,
ayman_al-zawahiri15, usama_bin_laden16, osama_bin_laden17

Abu_abdallah1, muhammad_ibrahim2, the_doctor2,
the_teacher2, ustaz2, nur2, abu_muhammad2, abu_al-mu’iz2,
the_emir9, the_prince9 shaykh_usama_bin_ladin9,
usama_bin_muhammad_bin_ladin9, the_director9,
mujahid_shaykh9, hajj15, abu_fatima16, abdal_al-hadi_al-iraqi17,
abd_al-hadi_al-iraqi18, ayman_al-zawahiri19, osama_bin_laden20
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5.4.5. Results demonstration
Table 5 shows the top detected aliases for two concerned entities (i.e., ‘‘Wisconsin State’’ and ‘‘Osama bin Ladin’’) based on

the approaches with/without the subset-based methods. Each generated alias is numbered with a superscript, and the re-
sults in bold represent the true positive aliases. The first example, ‘‘Wisconsin State’’, comes from Dataset1, which is rela-
tively large and has more noise. The second example comes from Dataset2, which is small and clean. These results in
Table 5 illustrate that the proposed subset-based method could improve the performance of the logistic regression classifier
significantly on larger data. This approach can effectively filter out the negative aliases and reduce the scope of the compar-
ison. For example, the subset-based method reduced the obtained aliases that result for the entity ‘‘wisconsin state’’ from
178 to 18. Because there is a large amount of noisy data on the Web, the subset-based method is rather useful for obtaining
a limited number of relevant entities with respect to the concerned entities.
6. Conclusions

This paper proposes an active-learning-based framework for detecting semantic entity aliases. More specifically, it de-
signs a subset-based method to improve the entity detection accuracy, and then, it trains an active learning classifier to de-
tect the semantic aliases for each concerned entity. This method is suitable for various types of entity aliases, especially for
the aliases that are intentionally hidden. Experimental results demonstrate its optimal performance and adaptability com-
pared with four previously proposed methods.

Alias detection is gaining attention in many different applications, including detecting entity nicknames and distinguish-
ing alternative IDs for the same person. Therefore, we plan, in the near future, to extend our research on identifying the same
entity/person from multiple domains, for example, detecting the same terrorist when the terrorist uses different identities
on LinkedIn, Twitter, and Facebook. In contrast to the problem of semantic alias detection on the Web, more resources (e.g.,
account profiles, records accesses, friends’ connections, and postings of content) are required to address this new challenge.
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